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SKA Science Update

• New SWG co-chairs

• Science Data Challenge progress (Philippa, Anna, Simon)

• SWG Banners (Tyler)

• AOB



New SWG Co-Chairs

• Cradle of Life: 

• Welcome to Cherry Ng (University of Toronto)

• Thanks to Laurent Lamy!

• HI Galaxies:

• Welcome to Betsy Adams (ASTRON)

• Thanks to Paolo Serra!



SDC2 results paper
• Results and analysis from SDC2 

now in preparation for submission 
to MNRAS

• 12 finalist teams from over 40 
institutions

• High level findings:

• Complementary methods, 

• Mix of new and existing techniques; 
machine learning and non-machine 
learning, 

• SoFiA package very popular thanks to 
excellent documentation and ease of use,

• Analysis of biases and HI mass recovery 
with redshift



SDC2 signal-to-noise analysis

• Expressing SDC2 outcomes in terms of source signal-
to-noise values

• Challenging to define a meaningful measure of 
integrated signal-to-noise, since it is intimately tied 
to the quality of a “matched filter”

• SKA noise properties unlike current telescopes

• RMS noise remains ~constant when spatially smoothing 
between range of about 0.4 to 100 arcsec FWHM (at 1.2 GHz)

• Possible implications for source finding approaches

• Need to include accurate noise models to optimize detection 
strategy 

• See SDC2 paper for discussion



• SDC3 will consist of two tiers:

• SDC3 “foregrounds” (SDC3a)

• Simulations for the challenge are maturing, and we are aiming for a challenge start date of 
October 2022, for a duration of six months

• Computational costs are likely to vary significantly according to approaches (see later slides)

• SDC3 “inference” (SDC3b)

• SDC3 inference will be run after a short break following the conclusion of “foregrounds”, so it will 
take place during 2023.

• Again, computational costs are likely to vary between teams

• Working with members of EoR SWG to develop both tiers

• SKAO is developing a website dedicated to SDC3, with Challenge registration due 
to open soon

Science Data Challenge 3 (SDC3)



Status of SDC3 Foregrounds data products

• The datasets that will be provided to participants are reaching 
maturity

• Currently under review by EoR specialists

• Positive feedback from review will allow us to confirm target start 
date of October 2022

• Data products that will be available to participants: 

• 3 GB image cube

• 1 TB visibility set



SDC3 foregrounds dataset feedback
• Preliminary dataset provided to a few EoR SWG experts for feedback

• Several issues identified

• Improved version underway

Validation of the measurement set
(Courtesy F. Mertens)

Validation of the image cube
(Courtesy F. Mertens)



Foreground All-scale Radio Modeller (FARM)

• Can use different telescopes

• Executions to simulate the 
foreground use a configuration 
file to specify parameters

• Can ‘switch on/off’ different 
effects/foreground components

• Specify calibration errors/effects

• Can generate some components 
from scratch, or uses models

“FARM adapts SKAObserve script into a python-based, modular, reusable, 
and extensible CLI- or GUI-based foreground-simulation tool”



SDC simulation framework

Extragalactic 
catalogues, 

continuum and HI

T-RECS
Anna

Fortran, python

Sky image with 
extragalactic objects

Mid images

Low

To be migrated to Gitlab!

Skydraw
Philippa
python

Galactic emission

SKAObserve
Robert python 
using miriad, 

CASA, OSKAR, 
wsclean

Various codes
Simon, Robert, Takuya

Low 
images

Low power 
spectrum 
product

Custom code
Eunseong python, using 

21cmfast, 21cmsense

Mid

Sky sim Telescope sim Data products

Low



SDC Computational support model
• SDC2 received invaluable support from 

international computing facilities

• Enabled SKAO to provide a 1 TB data 
product in an accessible way

• Test cases for SKA Regional Centre (SRC) 
prototyping

• SDC3 will also receive computational 
support for participating teams

• Computational cost estimates of 
Foregrounds analysis are currently 
being finalized

• A new registration and time allocation 
model 

• Streamlining the computational resource 
allocation process and help teams to get 
the most from their resources



SDC3 Computational costs

Calibrated visibilities
Data in 1400 “timesteps” 

1 TB

Image cube
Data integrated over time

3 GB

Visibility-based estimators
5 CPUh per timestep 

10K CPUh
128 GB RAM

Foreground avoidance
limited computational cost

Machine learning methods
100 GPUh, 64 GB ram

Foreground cleaning
100 CPUh, 16+ GB RAM



SDC3 Computational costs: current estimates
with thanks to EoR SWG members for estimates

• We expect ~10 teams to take part in SDC3a

• We expect that some teams will deal only with the smaller (~3 GB) image 
dataset

• Estimated compute cost: ~ <100 CPUh per full pipeline run; <64 GB RAM

• i.e. ~3 hours on 30 core VM

• Some teams will rely on the larger (~1 TB) visibilities dataset (or both)

• Estimated compute cost: cost dominated by one step of the processing 
<10k CPUh; <128 GB RAM. 

• i.e. 20 days in 30 core VM

• This step is not likely to be run many times



SDC3 registration

As part of SDC3 registration participants will be invited to 
submit a short proposal, which:

• Allows us to assess teams’ software and hardware requirements

• Enables us to match teams to HPC facilities (who themselves have 
provided us with the month-by-month availability of their facilities)

• Facilitates more effective use of HPC facilities



SDC3 Registration 

• Registration will open 
soon 

• Via SDC3 website 
(under construction)



SDC3 computing support allocation
All participants assigned to HPC-facility. Asked to conduct 
a ‘mock’ run on server in month 1, then given permanent 
account on that facility for remainder of the challenge

Slot FO1 Slot FO2 Slot FO3 Slot FO4 Slot FO5 Slot FO6

t=0 6 months

HPC2HPC1
. . . 

FO Team

• Conducted mock run in 1st month
• Allocated HPC facility for remainder of challenge
• If HPC1 available only through months 1-3, 

provide access to HPC2 in months 4-6

1 2 3 4 5



• The data challenges provide the opportunity to test some of techniques being 
prototyped for future SKA Regional Centre (SRC) Network

• The SRC development work is now being conducted within the ‘SAFe’ 
methodology

• SDC development work could interface via raising features or by identifying 
prototype products that would be useful to test during a science data challenge

• We would be cautious to ensure that any prototype testing would happen at a 
suitable level of maturity of a prototyped product, and within a timescale that 
suits all supporting facilities.

• No major prototyping planned for SDC3a

• Possibly testing by participants of e.g. image viewing software (CARTA)

SRC prototyping activities



Reproducibility, Open Science and best practice

• The data challenges provide the opportunity to familiarise the 
science community with some of the best practices concerning 
software and data processing

• Option to again include ‘reproducibility awards’ alongside main 
challenge: 

• Possibly revise format of award

• For example: can SKAO team re-run a team’s pipeline?

• Idea of an environmental award to run alongside the main challenge

https://sdc2.astronomers.skatelescope.org/sdc2-challenge/reproducibility-awards


Updated Banners for the Science Working Groups

+Gravitational Waves 
(in progress)



Any Other Business
• Upcoming meetings

• EAS2022 “S7: Building bridges: The lifecycle of dust and gas in the Milky 
Way with ALMA and SKA”, 27 June – 1 July 
(https://eas.unige.ch/EAS_meeting/session.jsp?id=S7)

• EAS2022 “SS23: Towards the SKA Observatory: Artificial Intelligence in 
radio astronomy”, 27 June – 1 July, 
(https://eas.unige.ch/EAS_meeting/session.jsp?id=SS23)

• EAS2022 “SS5: Neutral hydrogen: the next generation of science and 
simulations”, 27 June – 1 July,
(https://eas.unige.ch/EAS2022/session.jsp?id=SS5)

• “Coordinated Surveys of the Southern Sky”, 10 – 14 October,
(https://www.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/en/meetings/getMeetings.html?number=6792)

• …

• Other Points?



www.skao.int

We recognise and acknowledge the 
Indigenous peoples and cultures that have 
traditionally lived on the lands on which 
our facilities are located.

http://www.skao.int

